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A B S T R A C T   

We consider the transient analysis of finite element models when an implicit direct time integration scheme is 
used and focus on the accuracy of the response solution when time varying nodal displacements are imposed. The 
solutions of such problems are abundantly sought in engineering practice. We analyze the performance of the 
widely used Trapezoidal Rule, a specific case of Newmark time integration, and the performance of the Bathe 
method. The theoretical results show that the Trapezoidal Rule is unstable and this instability becomes more 
pronounced as the time step size for solution is decreased, whereas the Bathe method is stable. We illustrate these 
theoretical findings in the transient analyses of some finite element models. These investigations lead us to define 
a “patch test” useful for the general evaluation of direct time integration schemes.   

1. Introduction 

The finite element method is now commonly used for the solution of 
physical problems. Among the many simulations performed in engi-
neering and the sciences, transient dynamic solutions can be important. 
For such solutions, a direct implicit time integration is frequently per-
formed with an unconditionally stable time integration scheme [1–3]. 

An alternative approach is to use an explicit direct time integration 
scheme, but then a stability limit on the time step size needs to be 
satisfied. Mode superposition can also be employed but is largely 
restricted to linear analysis, although local nonlinearities can be 
included [3]. 

The key is to use in the direct time integration an effective solution 
scheme. We call the integration “direct” because the solution is per-
formed directly using the governing finite element equations without a 
prior transformation to a new basis. Such a transformation is applied in 
the solution using mode superposition. Therefore, direct integration can 
be performed in linear and nonlinear analyses. 

However, to analyze a direct integration scheme we consider linear 
analysis and think of the superposition of modal responses during the 
time integration – only conceptually because the frequencies and mode 
shapes are of course not evaluated. Hence, we can consider the response 
of a single linear degree of freedom system of frequency ω and damping 
ξ, which both can take on different values, with an applied initial 
displacement, initial velocity and perhaps load to measure the accuracy 
achieved. 

A very widely used implicit time integration scheme is the Trape-
zoidal Rule (TR) of the Newmark method, which is obtained by setting 
the two Newmark method parameters δ and α to δ = 1

2 and α = 1
4 [4]. This 

scheme is unconditionally stable, easy to implement, can be used in 
linear and nonlinear analyses, and over decades has proven successful in 
many applications. 

However, the TR has also major shortcomings. Hence an analyst 
using the Newmark method may for this reason employ other values for 
the parameters δ and α, but then different shortcomings are encoun-
tered, most notably that the accuracy of the solution scheme is not good 
[5–9]. 

The important properties commonly sought in an implicit time 
integration scheme are:  

• The method should be unconditionally stable, which means in simple 
terms that the solution, hence also any errors like due to round-off, 
will not “blow up” for any time step size used.  

• The method should not give an “overshoot” in the solution, which 
means in simple terms that when a problem is solved with initial 
conditions only, the solution should not give results larger than the 
initial conditions. A typical case to consider is 0u = 1.0, 0u̇ = 0, 0ü =

− ω2 where u denotes the displacement, an over dot means time 
derivative and the left superscript indicates the time considered.  

• The method should contain numerical damping, which means in 
simple terms that for a large time step Δt to period ratio, Δt/T, where 

* Corresponding author. 
E-mail address: gunwoonoh@korea.ac.kr (G. Noh).  

Contents lists available at ScienceDirect 

Advances in Engineering Software 

journal homepage: www.elsevier.com/locate/advengsoft 

https://doi.org/10.1016/j.advengsoft.2022.103286 
Received 19 June 2022; Received in revised form 21 August 2022; Accepted 7 September 2022   

mailto:gunwoonoh@korea.ac.kr
www.sciencedirect.com/science/journal/09659978
https://www.elsevier.com/locate/advengsoft
https://doi.org/10.1016/j.advengsoft.2022.103286
https://doi.org/10.1016/j.advengsoft.2022.103286
https://doi.org/10.1016/j.advengsoft.2022.103286
http://crossmark.crossref.org/dialog/?doi=10.1016/j.advengsoft.2022.103286&domain=pdf


Advances in Engineering Software 175 (2023) 103286

2

T denotes the natural period, the numerical solution will correspond 
to a very damped numerical response. 

The first two properties are relatively easy to satisfy. The third 
property can also easily be satisfied – except when we look for the “best” 
accuracy in the solution. 

An ideal numerical damping in implicit direct time integration shows 
little amplitude decay for a time step to period ratio smaller than 1/3 
and for greater ratios the amplitude decay rapidly grows. Namely, it is 
reasonable to use 3 time steps per period for the time integration in order 
to obtain an accurate solution in that period (and those of lower fre-
quencies) but for a larger time step any calculated response will likely be 
inaccurate and is better rapidly damped out. This property is important 
to obtain solution accuracy in the frequencies and modes that are excited 
and not have that response polluted with a “spurious” response. 

To test for these three properties, we refer to some references of the 
many available, see Refs. [1–19]. The above conditions of unconditional 
stability, no-overshoot and the need for numerical damping are 
well-known and have been amply analyzed and numerally demonstrated 
[1–19]. In Ref. [19], in particular, a two-degree of freedom model of a 
soft and a very stiff spring is used to evaluate the solution accuracy 
obtained when no numerical damping is present and appropriate nu-
merical damping is used. Such conditions of flexible and very stiff 
behavior are frequently encountered in practical finite element analyses, 
like of structures containing thin shells, flexible and stiff beams, or 
modeled with meshes using large and very small, narrow finite 
elements. 

We may think of the tests for the three above conditions with the test 
used in Refs. [9,17,20,21] – a two-degree of freedom model of a soft and 
a very stiff spring – as part of a “patch test” for time integration schemes. 
The patch test for spatial discretizations, see e.g., Refs. [3,22], is well 
known and abundantly used in evaluating the overall effectiveness of 
finite elements, but here we think of a patch test to evaluate the overall 
effectiveness of a time integration method. 

Our objective in this paper is to discuss a fourth important property 
for an effective time integration scheme and to introduce an important 
addition to be incorporated in the “time integration patch test”. 

An effective time integration scheme should also give an accurate 
solution when displacements are imposed, not just forces. Displacements 
might be imposed as a function of time at certain nodes of a finite 
element model, like in the transient analyses of machinery equipment, in 
the response solutions of bridges, the dynamic simulations of motor cars, 
and so on. In each such case, an accurate response solution is expected. 
Hence we should also test whether a time integration scheme can be 
used effectively when displacements are imposed. 

The impetus for us to write this paper was that we observed – to our 
surprise – that the widely-used Trapezoidal Rule (TR) predicted an un-
reasonable response in engineering practice when time-varying dis-
placements are imposed1. When forces are applied, the TR is of course 
known to give spurious response solutions if the time step is too large 
and to give an accurate solution if the time step is small enough. How-
ever, here we consider that time varying displacements are imposed and 
find that the spurious response increases as the time step size decreases. This 
observation is clearly important and needs a deeper understanding and 
hence a theoretical analysis. 

In the following, we first present our theoretical results of an analysis 
when a displacement is imposed on a single degree of freedom system 
and then on a multi-degree of freedom system. We consider the TR and 
the standard Bathe method [23,24]. This discussion includes the 
response obtained analytically for the velocity and acceleration. We 
then illustrate these theoretical observations in the example solutions of 
a simple structural dynamics problem using one linear finite element 

and a two-dimensional wave propagation problem. Finally, we give our 
concluding remarks. 

2. The governing equations with prescribed displacements and 
their analyses 

As mentioned above already, the Trapezoidal Rule of the Newmark 
time integration scheme has been abundantly studied and is widely used 
in implicit time integration solutions. We consider this time integration 
scheme first. 

Another time integration scheme, much more recently proposed is 
the Bathe method [23,24], which we consider thereafter. 

In both cases we want to solve the following n equations 

MÜ + CU̇ + KU = F (1)  

with the initial conditions 

U(t=0) =
0U ; U̇(t=0) =

0U̇ (2)  

where in Eq. (1) the matrices M, C and K are the mass, damping and 
stiffness matrices, U is the vector of nodal displacements (possibly also 
including rotations), an over dot denotes time derivative, and in Eq. (2), 
the left superscript denotes the time considered. In general, the number 
of finite element equilibrium equations (n) considered in Eq. (1) can be 
small or large (100,000 or even larger). Hence the direct time integra-
tion has to be as effective as possible. 

As mentioned above, although we want to solve Eqs. (1) and (2), for 
the analysis of a time integration scheme we consider a single degree of 
freedom system representing all n modal responses 

ü + 2ξω u̇ + ω2u = f (3)  

which represents Eq. (1) using a unit mass, the damping 2ξω, with ξ the 
critical damping ratio, and the stiffness ω2. To cover all possible cases of 
finite element equations, we consider 0 ≤ ω ≤ ∞ . The initial displace-
ment and velocity are prescribed as in Eq. (2). 

In earlier studies of time integration schemes, emphasis is placed on 
the stability and accuracy of the integration for initial conditions and 
externally applied forces. The spectral radius, amplitude decay and 
period elongation are used to establish the accuracy characteristics of a 
scheme [3]. We now consider the imposition of given displacements. 

In the following sections, we first identify the errors that occur when 
a displacement is imposed in Eq. (3) and then study how those errors 
propagate to other degrees of freedom in the finite element model. 

2.1. The Trapezoidal Rule 

Considering a typical degree-of-freedom subjected to a prescribed 
displacement, we use in the Newmark method [4] 
t+Δt üp = a0

( t+Δtup −
tup

)
− a2

t u̇p − a3
t üp

t+Δt u̇p = t u̇p + a6
t üp + a7

t+Δt üp
(4)  

with 

a0 =
1

αΔt2; a2 =
1

αΔt
; a3 =

1
2α − 1; a6 = Δt(1 − δ); a7 = δΔt (5)  

where the subscript p on the solution variables signifies that we consider 
the solution at the “prescribed displacement”. 

Using Eqs. (4) and (5) we have 
t+Δt u̇p = (1 − a2a7)

t u̇p + (a6 − a3a7)
t üp + a6a7

( t+Δtup −
tup

)
(6) 

1 Dr. T. Sussman and Dr. J. Walczak first mentioned this deficiency to us, see 
Acknowledgments. 
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To obtain the TR we use δ = 1
2, α = 1

4 and have 

[
t+Δt u̇p
t+Δt üp

]

=

⎡

⎣
− 1 0

−
4

Δt
− 1

⎤

⎦

[
t u̇p
t üp

]

+

⎡

⎢
⎢
⎣

2
Δt

( t+Δtup −
tup

)

4
Δt2

( t+Δtup −
tup

)

⎤

⎥
⎥
⎦ (7) 

Since the displacements are prescribed, tup,t + Δtup are known for all 
times, and the unknowns are the velocity and acceleration. 

Since the eigenvalues of the coefficient matrix ĀTR 

ĀTR =

⎡

⎣
− 1 0

−
4

Δt
− 1

⎤

⎦ (8)  

are λ1 = 1, λ2 = − 1, the solution is only “borderline stable”. 

2.1.1. Velocity results 
Considering the results for the velocity, we obtain from Eq. (7) 

t+Δt u̇p = − t u̇p +
2

Δt
( t+Δtup −

tup
)

(9) 

To understand how the errors evolve in the calculated velocity time 
history, we define 
t ṙp = t u̇p − u̇p(t) (10)  

where t ṙp is the “velocity residual error”, that is, the difference between 
the calculated velocity t u̇p using the TR and the analytically exact ve-
locity u̇p(t). This residual error is not a round-off error, hence we use “ṙ ” 
(r for residual) to denote it, and would even exist if we were to use an 
infinite precision computer. But in the following we will refer simply to 
the “error” without including the word “residual”. Also, considering the 
superscript “t” we use tx and x(t) to refer to the numerically computed 
value and the corresponding exact value of a solution variable x at time 
t, respectively. 

From Eq. (10), we have 
t u̇p =

t ṙp + u̇p(t) (11) 

Similarly 
t+Δt u̇p = t+Δt ṙp + u̇p(t+Δt) (12)  

and therefore Eq. (9) can be written as 

t+Δt ṙp = − t ṙp +
2

Δt
( t+Δtup −

tup
)
− u̇p(t) − u̇p(t+Δt) (13) 

We are interested in identifying how the error in the solution behaves 
as the time stepping proceeds when displacements are imposed, that is, 
tup = up(t) ; t+Δtup = up(t+Δt) (14) 

We next aim to eliminate the displacements and velocities in Eq. (13) 
to be only left with the velocity error and higher-order terms in Δt. For 
this purpose, we use a Taylor series expansion in Δt on the displacements 
in Eq. (13). We find that the velocities then cancel out and arrive at 

t+Δt ṙp = − t ṙp + Ol( Δt2) (15)  

or after n steps 
nΔt ṙp = ( − 1)n 0 ṙp + Og( Δt2) (16)  

with the superscript l and g on O signifying “local” and “global”, 
respectively. 

As expected, the result is simply that the numerical solutions t u̇p,
t+Δt u̇p, in Eq. (9) are replaced by the errors t ṙp,

t+Δt ṙp plus the truncation 

error which for the velocities is O(Δt2) The propagation of the error is 
governed by the coefficient matrix ĀTR. 

Eqs. (15) and (16) show that the leading term of the magnitude of the 
velocity error at any time point is not a function of time step size: 
therefore, the amplitude of the error is independent of the time step size 
used, both locally and globally. This observation also follows from the 
first row of the matrix ĀTR. 

2.1.2. Acceleration results 
We proceed as in Section 2.1.1 but now focus on the solution of the 

acceleration. From Eq. (7), we have 

t+Δt üp = −
4

Δt
tu̇p −

t üp +
4

Δt2

( t+Δtup −
tup

)
(17) 

The error in acceleration is the difference between the acceleration 
computed by the TR t üP and the exact acceleration üp(t)
t r̈p = t üp − üp(t) (18)  

and similarly for the values at time t + Δt. Eq. (17) can then be written as 

t+Δt r̈p = −
4

Δt
t ṙp −

t r̈p +
4

Δt2

( t+Δtup −
tup

)
−

4
Δt

u̇p(t) − üp(t+Δt) − üp(t)

(19) 

Using Eq. (14) and proceeding as in the derivation of Eq. (15), again 
using the Taylor series in Δt on the displacements by which also the 
exact velocity and accelerations are eliminated, we obtain 

t+Δt r̈p = −
4

Δt
t ṙp −

t r̈p + Ol(Δt) (20)  

and with Eq. (16), 

nΔt r̈p = ( − 1)n4n0 ṙp

Δt
+ ( − 1)n 0 r̈p + Og(Δt) (21) 

This result corresponds to the second row in the matrix ĀTR. Eq. (21) 
shows that the global error in acceleration at a specific time t depends on 
Δt− 2, since in Eq. (21) n = t/Δt . 

2.2. The Bathe method 

In this scheme the total time step is subdivided into two sub-steps. In 
the first publications of the method two equal time sub-steps were used 
[23,24]; thereafter the subdividing was generalized to not necessarily 
use equal sub-steps [9,17]. The calculations for conditions within the 
time step can be considered simply to be part of the evaluation of the 
conditions to reach from time t to time t + Δt. 

In the first sub-step the Bathe method uses the TR and in the second 
sub-step, the procedure uses the three-point Euler backward scheme. 

Using equal sub-steps we obtain for the first sub-step, with tup, t + Δt/ 

2up known and simply using Eq. (7) 

⎡

⎣
t+Δt

2 u̇p

t+Δt
2 üp

⎤

⎦ =

⎡

⎣
− 1 0

−
8

Δt
− 1

⎤

⎦

[
t u̇p
t üp

]

+

⎡

⎢
⎢
⎢
⎣

4
Δt

( t+Δt
2 up −

tup
)

16
(Δt)2

( t+Δt
2 up −

tup
)

⎤

⎥
⎥
⎥
⎦

(22) 

In the second sub-step, the scheme then uses 

t+Δt u̇p =
1

Δt
tup −

4
Δt

t+Δt
2 up +

3
Δt

t+Δtup (23)  

and 

t+Δt üp =
1

Δt
tu̇p −

4
Δt

t+Δt
2 u̇p +

3
Δt

t+Δt u̇p (24) 
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We want an equation like Eq. (22) but now for the full step Δt. Using 
the first row of Eq. (22) we have 

t+Δt
2 u̇p = − t u̇p +

4
Δt

( t+Δt
2 up −

tup
)

(25) 

Substituting into Eq. (24), we have 

t+Δt üp =

{

− t u̇p +
4

Δt
( t+Δt

2 up −
tup

)
}(

−
4

Δt

)

+
1

Δt
t u̇p +

3
Δt

t+Δt u̇p (26)  

which then gives, using also Eq. (23) 

t+Δt üp =

(
5

Δt

)
t u̇p −

16
(Δt)2

( t+Δt
2 up −

tup
)
+

3
Δt

(
1

Δt
tup −

4
Δt

t+Δt
2 up +

3
Δt

t+Δtup

)

(27) 

Now we can write in matrix form: 
[

t+Δt u̇p
t+Δt üp

]

=

⎡

⎣
0 0
5

Δt
0

⎤

⎦

[
t u̇p
t üp

]

+

⎡

⎢
⎢
⎢
⎣

1
Δt

tup −
4

Δt
t+Δt

2 up +
3

Δt
t+Δtup

−
16

(Δt)2

( t+Δt
2 up −

tup
)
+

3
Δt

(
1

Δt
tup −

4
Δt

t+Δt
2 up +

3
Δt

t+Δtup

)

⎤

⎥
⎥
⎥
⎦

(28) 

Let 

ĀBM =

⎡

⎣
0 0
5

Δt
0

⎤

⎦ (29) 

The eigenvalues of ĀBM are λ1 = λ2 = 0 which makes the scheme very 
stable. 

2.2.1. Velocity results 
Using the results for the velocity from Eqs. (28) and (23), we obtain 

the velocity error at time t + Δt, that is t+Δt ṙp = t+Δt u̇p − u̇p(t + Δt), as 

t+Δt ṙp =
1

Δt
tup −

4
Δt

t+Δt
2 up +

3
Δt

t+Δtup − u̇p(t+Δt) (30) 

With the conditions of prescribed displacements for all time points, 
Eq. (14) and t+Δt

2 up = up
(
t + Δt

2

)
, and the Taylor series expansions, the 

velocity error reduces to 

t+Δt ṙp = Ol( Δt2) (31)  

which is the truncation error of the Euler 3-point backward rule in Eq. 
(23). 

Of course, we expect from the eigenvalue of ĀBM that the error at 
time t does not propagate to time t + Δt: the errors are not accumulated 
but only depend on the truncation error in the approximation of the 
velocity using the imposed displacements at the specific time consid-
ered. Therefore, the error in the amplitude of the calculated velocity in 
the Bathe method is O(Δt2), both locally and globally. 

2.2.2. Acceleration results 
Similarly, Eq. (24) gives the error in the acceleration at t + Δt as 

t+Δt r̈p =
1

Δt
( t ṙp − 4t+Δt

2 ṙp + 3t+Δt ṙp
)
+

1
Δt

(
u̇p(t) − 4u̇p

(
t+

Δt
2

)
+ 3u̇p(t+Δt)

)

− üp(t+Δt)
(32)  

or 

t+Δt r̈p =
1

Δt
( t ṙp − 4t+Δt

2 ṙp + 3t+Δt ṙp
)
+ Ol( Δt2) (33) 

Since the Bathe method uses the TR in its first sub-step, the error in 
velocity at t + Δt

2 is obtained using Eq. (15) as 

t+Δt
2 ṙp = − t ṙp + Ol( Δt2) (34) 

Substituting Eqs. (31) and (34) into Eq. (33), we have 

t+Δt r̈p =
5

Δt
t ṙp + Ol(Δt) (35) 

Hence the error in the acceleration at t + Δt is 

nΔt r̈p =

⎧
⎪⎨

⎪⎩

5
Δt

0 ṙp + Ol(Δt) at the first step

Ol(Δt) otherwise
(36) 

Note that we have an error only at the first step of order O(Δt− 1). 
However, considering the eigenvalues of ĀBM, the error in acceleration is 
not accumulated as the time integration progresses: the error at time 
t + Δt is only determined by the truncation error at the time point of 
interest. Therefore, the acceleration error at a given time point except at 
t = Δt is proportional to Δt. 

An important observation is that the overshoot in the acceleration at 
the first step is a result of the first term on the righthand side of Eq. (33). 
Since t+Δt ṙp = Ol(Δt2) (see Eq. (31)), we may eliminate the O(Δt− 1) term 
using the condition t+Δt/2 ṙp = (1 /4)t ṙp. This condition is satisfied when 
using the Newmark method with α = (4/3)δ, but only for the first step 
instead of using the TR. 

The analysis then shows that if we use α = (4/3)δ only for the first 
step, and α = 1/4 and δ = 1/2 thereafter, the acceleration residual be-
comes 

nΔt r̈p =

⎧
⎪⎨

⎪⎩

5
16

0 r̈p + Ol(Δt) at the first step

Ol(Δt) otherwise
(37) 

While the use of α = (4/3)δ only for the first step changes the ac-
celeration error at the first step, the velocity error is still as before, that 
is, t+Δt ṙp = Ol(Δt2) for all time points. Note that the use of α = (4/3)δ 
only at the first step also eliminates the acceleration overshoot at the 
first step when a general structure with stiff and flexible parts is solved 
[17]. 

2.3. Error propagations through the finite element model 

We now consider how the errors induced at the supports where 
displacements are prescribed in the solution of a multiple degree of 
freedom system propagate to the other nodal values. 

The finite element equations in Eq. (1) can be rewritten as 
[

Mpp Mpf
Mfp Mff

]⎡

⎣
Üp
Üf

⎤

⎦+

[
Cpp Cpf
Cfp Cff

][
U̇p
U̇f

]

+

[
Kpp Kpf
Kfp Kff

][
Up
Uf

]

=

[
Fp
Ff

]

(38)  

where the Up and Uf are the prescribed and from the solution “found” 
displacement vectors, (hence the subscripts p and f), respectively. 

The solutions at time t + Δt, t+ΔtUf , t+ΔtU̇f and t+ΔtÜf , are obtained 
using Eq. (38) with t+ΔtUp = Up(t + Δt): 

Mff
t+ΔtÜf + Cff

t+ΔtU̇f + Kff
t+ΔtUf = F̄f (t+Δt) + t+ΔtF̄r (39) 
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where 

F̄f (t+Δt) = t+ΔtFf − MfpÜp(t+Δt) − CfpU̇p(t+Δt) − KfpUp(t+Δt) (40)  

t+ΔtF̄r = − Mfp
t+Δt r̈p − Cfp

t+Δt ṙp (41)  

and t+ΔtFf are known externally applied nodal point loads, and Fp could 
be calculated at the end of the solution. 

Eqs. (39)–(41) show that the velocity and acceleration errors intro-
duced at the prescribed degrees of freedom, t+Δt ṙp and t+Δt r̈p, affect the 
solution of the other part of the finite element model, namely through 
the vector,t+ΔtF̄r. 

2.3.1. Trapezoidal Rule 
In the modal equations of Eq. (38), the TR may be expressed in the 

form 
⎡

⎣

t+Δt ẍ
t+Δt ẋ
t+Δtx

⎤

⎦ = ATR

⎡

⎣

t ẍ
t ẋ
tx

⎤

⎦+ LTR(f (t+Δt)+ t+Δt fr) (42)  

where ATR and LTR are the integration approximation and load opera-
tors, respectively, x denotes a typical modal displacement, and f(t) and 
t fr are the modal external load and load residual, respectively, as a result 
of F̄f (t+Δt) and t+ΔtF̄r. 

The modal load residual t fr can be expressed as 
t fr = cocM

tr̈p + c0cC
tṙp (43)  

where c0, cM and cC are constants. The constant c0 is determined by Mff 
and Kff, and cM and cC are determined by Mfp and Cfp. Note that cM is zero 
when the lumped mass matrix is used, Mfp = 0, and cC is zero when 
Cfp = 0; therefore the velocity and acceleration residuals at the pre-
scribed displacements do not propagate to other degrees of freedom 
when using the lumped mass matrix and no damping matrix. 

With Eqs. (39)–(43), the propagation of the errors due to the pre-
scribed displacement is obtained in the modal equation as 
⎡

⎢
⎣

t+Δt r̈f
t+Δt ṙf
t+Δtrf

⎤

⎥
⎦ = ATR

⎡

⎢
⎣

t r̈f
t ṙf
trf

⎤

⎥
⎦+ LTR

t+Δt fr + Ol( Δt3) (44)  

where 

ATR =
1
β

⎡

⎢
⎢
⎣

− ωΔt (ωΔt + 4 ξ) − 4 ω (ωΔt + 2ξ) − 4 ω2

2Δt − ω2Δt2 + 4 − 2 ω2Δt

Δt2 2ξωΔt2 + 4Δt 4 ξωΔt + 4

⎤

⎥
⎥
⎦;

LTR =
1
β

⎡

⎢
⎢
⎣

4

2Δt

Δt2

⎤

⎥
⎥
⎦; β = ω2Δt2 + 4 ξω Δt + 4

(45) 

Substituting the expression of β and using a Taylor series expansion 
with respect to Δt to identify the terms on Δt we obtain   

LTR =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

1 − ξωΔt + O
(
Δt2)

1
2

Δt −
1
2

ξωΔt2

1
4

Δt2

⎤

⎥
⎥
⎥
⎥
⎥
⎦

+ O
(
Δt3) (47) 

Focusing on t r̈f ,
t ṙf and trf in Eq. (44), we may identify some 

convergence behaviors of these quantities. 
If we consider the case of a consistent mass matrix, t fr is proportional 

to t r̈p whose magnitude is proportional to Δt− 1 locally, and Δt− 2 globally 
(see, Eqs. (21) and (43)). As the leading term in LTR(1) is Ol(0), the 
magnitude of the acceleration error t r̈f is also proportional to Δt− 1 

locally, and Δt− 2 globally. Also, considering the terms in ATR and LTR, we 
observe that the order of error in velocity is limited to O(0) globally. We 
will illustrate the step-by-step error propagations with a simple example 
in Section 2.4. 

2.3.2. Bathe method 
Similarly, the Bathe method is expressed in the modal equation of Eq. 

(39) as 
⎡

⎣

t+Δt ẍ
t+Δt ẋ
t+Δtx

⎤

⎦ = ABM

⎡

⎣

t ẍ
t ẋ
tx

⎤

⎦+ La
(
f (t+Δt / 2)+ t+Δt/2fr

)
+ Lb(f (t+Δt)+ t+Δt fr)

(48) 

ATR =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

− ξωΔt + O
(
Δt2) − 2 ξω +

(
2ξ2ω2 − ω2)Δt + O

(
Δt2) − ω2 + ξω3Δt + O

(
Δt2)

1
2

Δt + O
(
Δt2) 1 − ξωΔt + O(Δt2) −

ω2

2
Δt + O

(
Δt2)

1
4

Δt2 Δt −
1
2

ξωΔt2 1 −
1
4

ω2Δt2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ Ol( Δt3) (46)   

Table 1 
Errors in velocity and acceleration at the point of imposed displacement using 
the Trapezoidal Rule and the Bathe method for a linearly prescribed 
displacement.   

Trapezoidal Rule Bathe method 
t ṙp 

t r̈p 
t ṙp 

t r̈p 

t = 0 − v 0 − v 0 
t = Δt v 4v

Δt 
0 − 5v

Δt 
t = 2Δt − v 

−
8v
Δt 

0 0 

t = 3Δt v 12v
Δt 

0 0 

⋮ ⋮    
t = nΔt ( − 1)n + 1v (− 1)n+14nv

Δt 
0 0  
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where ABM is the integration approximation operator, and La and Lb are 
the load operators. 

With Eq. (48), the recursive form of the errors is 
⎡

⎢
⎣

t+Δt r̈f
t+Δt ṙf
t+Δtrf

⎤

⎥
⎦ = ABM

⎡

⎢
⎣

t r̈f
t ṙf
trf

⎤

⎥
⎦+ La

t+Δt/2f + Lb
t+Δt fr + Ol( Δt3) (49)  

where with the use of the Taylor series expansion   

Considering the case of a consistent mass matrix, t fr is proportional 
to t r̈p which is O(Δt). Due to the leading term in Lb(1), the error in t r̈f due 
to t r̈p is also O(Δt). Furthermore, the leading terms in ABM show that the 
order of t r̈f ,

t ṙf and trf is limited to O(0), globally. 

2.4. Example solution: Imposed displacement of constant velocity 

To obtain insight we consider the simple 1-degree of freedom case in 
which the displacement is prescribed linearly 
tup = up(t) = vt (51) 

Hence the exact solution is u̇p(t) = v, üp(t) = 0. However, we use the 
initial conditions 0u̇p = 0 and 0üp = 0 for the time integration. Hence, we 
see that an error is introduced for the velocity at time zero. 

Clearly 

0 ṙp = − v; 0 r̈p = 0 (52) 

For the TR, for all t, as t+Δtup = v(t + Δt), tup = vt and u̇p(t) = u̇p(t +
Δt) = v, we have 

2
Δt

( t+Δtup −
tup

)
− u̇p(t) − u̇p(t+Δt) = 0 (53) 

Similarly, also with üp(t) = üp(t + Δt) = 0, we have 

4
Δt2

( t+Δtup −
tup

)
−

4
Δt

u̇p(t) − üp(t+Δt) − üp(t) = 0 (54) 

Substituting Eqs. (53) and (54) into Eqs. (13) and (19), respectively, 

we obtain 
t+Δt ṙp = − t ṙp

t+Δt r̈p = −
4

Δt
t ṙp −

t r̈p

(55) 

Therefore 

nΔt ṙp = ( − 1)n+1 v

nΔt r̈p = ( − 1)n+14nv
Δt

(56) 

Of course, this result corresponds to the use of the matrix ĀTR applied 
to the propagation of the error through time. The results for the first few 
time steps are given in Table 1. 

The table shows that the error in the velocity has a high frequency 
oscillation of period 2Δt and amplitude v, whereas the error in the ac-
celeration has a high frequency oscillation of period 2Δt and rapidly 
growing amplitude. The amplitude at time t = nΔt is 

⃒
⃒nΔt r̈p

⃒
⃒ =

4nv
Δt

=
4nΔtv

Δt2 =
4vt
Δt2 (57) 

As expected in Section 2.1.2, for a given time t, the error in the 
amplitude becomes worse as we decrease the time step size, in fact the 
amplitude error is proportional to Δt− 2. 

Considering next the Bathe method, Eqs. (30) and (32) give 
nΔt ṙp = 0 (58)  

nΔt r̈p =

⎧
⎨

⎩

− 5
Δt

v at the first step

0 otherwise
(59) 

Important observations are that, unlike when using the TR, the ve-
locity error is set zero already in the first step, and the velocity error at t 
= 0 only affects the acceleration results in the first step with no propa-
gation to the time points thereafter. The errors at any point in time using 

ABM =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
2ξω

3
Δt + O

(
Δt2) − 2 ξω +

(
8
3
ξ2ω2 − ω2

)

Δt + O
(
Δt2) − ω2 +

4
3

ξω3Δt + O
(
Δt2)

1
3

Δt + O
(
Δt2) 1 −

4
3

ξωΔt + O
(
Δt2) −

2ω2

3
Δt + O

(
Δt2)

7
36

Δt2 Δt −
11
18

ξωΔt2 1 −
11
36

ω2Δt2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ O
(
Δt3)

La =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
2ξω

3
Δt + O

(
Δt2)

1
3

Δt + O
(
Δt2)

7
36

Δt2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ O
(
Δt3), Lb =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 −
2
3

ξωΔt + O
(
Δt2)

1
3

Δt + O
(
Δt2)

1
9

Δt2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+ O
(
Δt3)

(50)   

Table 2 
Errors in displacement, velocity and acceleration for free degrees of freedom 
using the Trapezoidal Rule and the Bathe method; for a linearly prescribed 
displacement with consistent mass matrix and zero damping; O(Δt2) and higher- 
order terms are omitted.   

Trapezoidal Rule Bathe method 
rf ṙf r̈f rf ṙf r̈f 

t = 0 0 0 a0 0 0 a0 

t = Δt vΔt 2v 4 v
Δt 

vΔt v 
−

5 v
Δt 

t = 2Δt 2vΔt 0 
−

8 v
Δt 

2vΔt v − 2vΔt 

t = 3Δt 3vΔt 2v 12 v
Δt 

3 vΔt v − 3vΔt 

⋮ ⋮ 
t = nΔt nvΔt (1 + ( − 1)n + 1)v 

(− 1)n+14n v
Δt 

nvΔt v − nvΔt  
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the Bathe method only depend on the truncation error of the imposed 
displacements. Therefore, in the Bathe method, the error at time t = nΔt 
is zero except for the acceleration in the first step. 

We can now assess the errors seen in all degrees of freedom in the 
solution of multiple degree of freedom finite element models when only 
some nodal displacements are imposed. 

As t ṙp and t r̈p are now given, t fr is known for all time points; there-
fore, we may calculate, in a step-by-step manner, the errors in a typical 
modal solution corresponding to the free degrees of freedom with the 
recursive relation in Eqs. (44) and (49) for the TR and the Bathe method, 

respectively. 
Table 2 shows the results of first few time steps for the case of a 

consistent mass matrix and zero damping. As pointed out in Sections 
2.3.1 and 2.3.2, in both the Trapezoidal Rule and the Bathe method, t r̈p 

is directly transferred to t r̈f due to the O(0) term in the load operator. 
Using the TR, the amplitude of nΔt r̈f is proportional Δt− 2, as is nΔt r̈p, 

while the errors in displacement and velocity are independent of the 
time step size. Here note that the amplitude of rf at time t = nΔt is in-
dependent of the time step size since nΔtrf = nvΔt = vt. 

Using the Bathe method, on the other hand, as t r̈p is zero except for 
the first step, the errors are solely determined by ABM and we see that the 
magnitudes of all errors are independent of the time step size. 

3. Illustrative numerical solutions 

We consider a simple problem of one 2-node (truss) finite element 
and a two-dimensional wave propagation problem to illustrate the er-
rors induced by imposed displacements. The 2-node element solution (in 

Fig. 1. A 2-node finite element under sinusoidal prescribed displacement; 
ω = 1.2; with initial conditions 0u2 = 0u̇1 = 0u̇2 = 0ü1 = 0ü2 = 0. 

Fig. 2. Predictions of velocity and acceleration at node 1; “Bathe(*)” uses α = 1 and δ = 3/4 only for the first step, and α = 1/4 and δ = 1/2 otherwise; the results of 
the computed acceleration for “TR” are shown separately due to the different scale. 
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Section 3.1) is proposed as an appropriate problem to solve in the patch 
test for time integration schemes mentioned earlier. 

3.1. A linear finite element under sinusoidal prescribed displacement 

We consider the simple two degree-of-freedom problem shown in 
Fig. 1 with the imposed displacement, u1(t) = sin(1.2t) and demonstrate 
the response obtained. For the model we consider the cases of consistent 
and lumped mass matrices, MC and ML, respectively, with a zero or non- 
zero damping matrix, C: 

MC =
1
6

[
2 1
1 2

]

; ML =
1
2

[
1 0
0 1

]

; K =

[
1 − 1
− 1 1

]

; C = 0.1M + 0.2K

(60)  

where K is the stiffness matrix. We propose that this model be solved as 
part of the patch test discussed in Section 1 (to test for the fourth 
property). 

Since the imposed displacement has an analytical form, u1(t) =

sin(1.2t), the exact expressions for the corresponding imposed velocity 
and acceleration are available. However, in practice, mostly only the 
values for imposed displacements are available, and the corresponding 
velocities and accelerations are calculated numerically in the time 
integration. Hence we use the exact imposed displacement and the 
calculated velocity and acceleration for node 1 as the primary case to 
focus on. In this procedure, we use Eqs. (7) and (28) for the TR and the 
Bathe method, respectively, and we refer to this case as the “usual B.C.” 
case. 

Yet, to also illustrate the effect of the errors due to the calculated 

imposed velocity and acceleration, we also use the exact values of 
velocitiy and acceleration, u̇1(t) = 1.2cos(1.2t) and ü1(t) = −

1.44sin(1.2t). We refer to the results with these analytical boundary 
conditions for displacement, velocity and acceleration as the “ideal B.C.” 
case. 

Figs. 2–4 give the results of the case when the mass matrix MC and 
the non-zero matrix C are considered. We show the results using the 
Trapezoidal Rule and the Bathe method with two time step sizes, Δt=0.1 
and 0.2. In addition we use the Bathe method with α = 1 and δ = 3/4 
only for the first step, and α = 1/4 and δ = 1/2 thereafter, and the cor-
responding results are referred as “Bathe (*).” The analytical solution is 
used as the reference. 

For all solution variables, both methods for the case ideal B.C. and 
the Bathe method with the usual condition of only the displacement 
imposed (the usual B.C.) provide accurate solutions for all considered 
time step sizes. As expected, when using the Bathe method, there is only 
for the first time step an overshoot in the accelerations and reactions, see 
Section 2.3.2, and these overshoots are eliminated by using the pa-
rameters α = 1 and δ = 3/4 only for the first step. 

Also, as theoretically established in the previous sections, when 
using the usual B.C. the instability in ü1 and ü2 using the TR is apparent 
and increases as we reduce the time step size: we observe four times 
larger residuals in accelerations when the time step size is halved (see 
Sections 2.1.2 and 2.3.1). The TR also gives constant but noticeable 
errors in velocities. 

To see the convergence behavior of the solutions, we use the error 
norms 

Fig. 3. Prediction of reaction force; “Bathe(*)” uses α = 1 and δ = 3/4 only for the first step, and α = 1/4 and δ = 1/2 otherwise; the results of the computed reaction 
for “TR” are shown separately due to the different scale. 
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Fig. 4. Predictions of displacement, velocity and acceleration at node 2; “Bathe(*)” uses α = 1 and δ = 3/4 only for the first step, and α = 1/4 and δ = 1/2 otherwise; 
the results of the computed acceleration for “TR” are shown separately due to the different scale. 
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eu =

⎛

⎜
⎜
⎜
⎝

∑10/Δt

i=2
( iΔtu − u(iΔt))2

∑10/Δt

i=2
( u(iΔt))2

⎞

⎟
⎟
⎟
⎠

0.5

; ev =

⎛

⎜
⎜
⎜
⎝

∑10/Δt

i=2
( iΔt u̇ − u̇(iΔt))2

∑10/Δt

i=2
( u̇(iΔt))2

⎞

⎟
⎟
⎟
⎠

0.5

;

ea =

⎛

⎜
⎜
⎜
⎝

∑10/Δt

i=2
( iΔt ü − ü(iΔt))2

∑10/Δt

i=2
( ü(iΔt))2

⎞

⎟
⎟
⎟
⎠

0.5
(61)  

and focus only on the case of usual B.C. 
Fig. 5 shows the error norms of the velocity and acceleration for node 

1 and we see the expected order of accuracy (discussed in Section 2) for 
the TR and the Bathe method. 

We also show the error norms of the solution variables for node 2 for 
various system matrices, see Fig. 6. As seen in Eq. (43), the convergence 
behavior may change for the type of mass matrix and the presence of 
physical damping. For the Bathe method with any type of system 
matrices, the errors in all solution variables do not increase as the time 
step size decreases and remain sufficiently small for both time step sizes. 
The different parameter set used to eliminate the first step overshoot 
does not provide any enhancements for overall solution accuracy. Note 
that for the cases of MC, the TR provides an increased error in accelera-
tion for a decreased time step size, and constant but relatively large errors 
in velocity for both time step sizes. 

3.2. A two-dimensional scalar wave propagation induced by an imposed 
displacement 

We next consider the solution of wave propagations in the pre- 
stressed membrane shown in Fig. 7 for which the transverse displace-
ment u is governed by 

1
c2

0

∂2u
∂t2 =

∂2u
∂x2 +

∂2u
∂y2 (62) 

Here c0 is the exact wave speed and we use c0= 1. We focus on 
solving for the wave induced by an imposed displacement at the mid- 
point (while we imposed an external load in previous studies 
[25–29]). The imposed displacement at the origin is given as 

u(0, 0, t) = 10
(
1 − 2π2f 2t2)exp

(
− π2f 2t2) (63)  

where f = 6. Due to symmetry, only the domain [0, 1] × [0, 1] is dis-
cretized using four-node finite elements. 

The Bathe method and the Trapezoidal Rule are used with the time 
step sizes determined by the CFL numbers, 1 and 0.65, respectively, to 
have their optimal performances [27,28]. For the CFL num-
ber = c0Δt/xe, the side length of the elements is used as the characteristic 
length xe. 

As in Section 3.1, we consider the usual B.C., that is, we impose the 
exact displacement, Eq. (63), while the imposed velocity and accelera-
tion are calculated by the time integration. For comparisons, we also 

Fig. 5. Velocity and acceleration error norms at node 1, where the displacement is imposed; “Bathe(*)” uses α = 1 and δ = 3/4 only for the first step, and α = 1/4 and 
δ = 1/2 otherwise. 
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Fig. 6. Displacement, velocity and acceleration error norms at node 2 for various system matrices, (a) Lumped mass matrix and (b) Consistent mass matrix; “Bathe 
(*)” uses α = 1 and δ = 3/4 only for the first step, and α = 1/4 and δ = 1/2 otherwise. 
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consider ideal B.C., where we impose the exact displacement together 
with the exact velocity and acceleration obtained by taking derivatives 
on Eq. (63). 

In wave propagation problems, the solution accuracy of a time 
integration scheme is largely determined by the numerical dispersion 
and it is of interest to see the effect on the dispersion when using the 
ideal and the usual B.C. For detailed discussions on the dispersion 
properties of the TR and the Bathe method see Refs. [27,28]. 

Figs. 8–10 show the displacement, velocity and acceleration along 
the x-axis using 100  × 100 and 200  × 200 element meshes. With the 
ideal B.C. the TR gives spurious oscillations in the velocity and accel-
eration due to dispersion errors, but an important observation is that the 
solutions with the usual B.C. show significantly larger errors. Also, the 
solutions become worse as we refine the mesh. In particular, the scheme 
provides in essence unstable solutions for the acceleration. 

On the other hand, the Bathe method provides accurate solutions for 
both types of boundary conditions. Note that using the Bathe method, 
the differences in the solutions using the ideal B.C. and the usual B.C. are 
very small. Also, as expected, the accuracy of the solutions is increased 
as we increase the spatial resolution (and use correspondingly the 
smaller optimal time step size). 

We can also see the effect of using the different prescribed 
displacement conditions when considering snapshots. Figs. 11 and 12 
show snapshots of the solutions using the Trapezoidal Rule and the 
Bathe method at t = 0.9s. The results show that using the Bathe method, 
the solution difference solving with the usual or ideal B.C. is small. 
However, using the TR the errors due to imposing the usual B.C. severely 
deteriorate the solution accuracy in the whole model. 

Fig. 7. 2D scalar wave problem for a pre-stressed membrane; the domain of 
interest is shaded. 

Fig. 8. Transverse displacements along the x-axis; first column: 100 by 100 element mesh; second column: 200 by 200 element mesh; (a) at t = 0.45 s; (b) at t = 0.9 s.  
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Fig. 9. Transverse velocities along the x-axis; first column: 100 by 100 element mesh; second column: 200 by 200 element mesh; (a) at t = 0.45 s; (b) at t = 0.9 s.  

Fig. 10. Transverse accelerations along the x-axis; first column: 100 by 100 element mesh; second column: 200 by 200 element mesh; (a) at t = 0.45 s; (b) at t = 0.9 s. 
The result of “Trapezoidal” is only plotted in sub-figures due to the different scale. 

G. Noh and K.J. Bathe                                                                                                                                                                                                                        



Advances in Engineering Software 175 (2023) 103286

14

4. Concluding remarks 

Commonly, in the analysis of a time integration scheme, the research 
focuses on the stability and accuracy of a scheme when external forces or 
non-zero initial conditions are applied. However, there are important 
additional considerations when in direct time integration a structure is 
considered with imposed displacements. Our objective in this paper was 
to focus on that case because we had observed some surprising phe-
nomena when in implicit direct time integration displacements are 
prescribed. 

In the paper we theoretically analyzed the response of structural 
systems with imposed displacements when two implicit time integration 
schemes are used: the Trapezoidal Rule and the Bathe method. An 
important theoretical observation is that when using the TR quite 
inaccurate solutions can be obtained and the solution errors increase as 
we decrease the time step size. This observation is contrary to what we see 
in the solution of structural systems with imposed forces or nonzero 
initial conditions, where using the TR the solution errors decrease as we 
decrease the time step size. 

We also found theoretically that the behavior of the solution errors is 
different when different system matrices are used, that is, whether a 
lumped mass matrix or a consistent mass matrix is used, and whether a 
damping matrix is included. 

On the other hand, when using the Bathe method, the solution errors 

are reasonable and behave as an analyst would expect: smaller errors are 
obtained for a smaller time step size used – and this good behavior is seen 
for any system matrices used. 

We illustrated all theoretical findings in two example solutions: the 
analysis of a simple two degree of freedom structural model and the 
solution of a two-dimensional wave propagation problem. These solu-
tions displayed all our theoretical observations. 

A more general thought exposed in the paper is that implicit direct 
time integration schemes should be analyzed using a “patch test for time 
integration schemes”. This patch test comprises the stability and accu-
racy analysis for imposed forces and initial conditions and also the 
analysis of the errors on the solution variables when displacements are 
prescribed for any reasonable system matrices used. A simple problem 
with an imposed displacement for this patch test is given in Section 3.1. 
The patch test is passed if the method is always unconditionally stable 
for imposed forces, initial conditions and displacements, does not show 
any overshoot, and contains appropriate numerical damping. If the 
patch test is passed, the most effective method is the one which for a 
given solution accuracy requires the least amount of solution effort. 

Based on the above thoughts and requirements, we have shown in 
this paper that the Trapezoidal Rule does not pass the patch test, and 
that the Bathe method passes the test. It would be valuable to perform 
the studies we have given in this paper also for other and recently 
developed schemes (e.g., [30–39]), and indeed also for novel finite 

Fig. 11. Snapshots at time t = 0.9 s with 100 by 100 finite element mesh: (a) displacements, (b) velocities, and (c) accelerations.  
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element discretizations used in time integrations, like the overlapping 
finite elements [40]. 
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Fig. 12. Snapshots at time t = 0.9 s with 200 by 200 finite element mesh: (a) displacements, (b) velocities, and (c) accelerations.  
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